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Abstract

This study used advanced laser Doppler velocimetry techniques to measure the turbulence
intensities and Reynolds shear stresses in Mach 2.8 turbulent flat plate and Mach 2.9 favorable
pressure gradient (FPG) boundary layers. The FPG was generated using a convex curved wall and
had a strength of =13, where £ is Clauser’s equilibrium parameter. The maximum magnitude
of the “extra” strain rates normalized by the main strain rates was 0.1, which meant the FPG was
considered to be a strong pressure gradient. The flat plate results indicated that the LDV
procedures used in this experiment prevented angular biasing of the velocity measurements
reported in the literature. Analysis of the LDV system settings also showed that this biasing, which
has been attributed in the past to the angular alignment of the lasers, may have actually been
caused, at least in part, by the choice of record interval used during data collection. Measurements
in the FPG test section demonstrated that the stabilizing effect of the FPG reduced the turbulence
intensities below the location y/6 <05 but left them unchanged above that location. Near the
wall, the u#-turbulence intensity was found to be reduced to 70% of the flat plate value. In addition,
the FPG reduced the magnitude of the incompressible Reynolds shear stresses (—Z)'W) by
approximately 75%. Due to the reduction in the turbulent shear stress, the wall shear stress was
found to be reduced by 37%. Comparison of the LDV data to hot-wire data collected in the same
facilities showed that the assumption of p’~ 0, used in the reduction of the hot-wire data, was
valid in the flat plate region but not the FPG region. The increase in the magnitude of p’ was
likely due to the streamline curvature associated with the generation of the FPG and the resulting

pressure difference across the boundary layer.

XX1




EXPERIMENTAL INVESTIGATION OF A
SUPERSONIC TURBULENT BOUNDARY LAYER
INCLUDING

FAVORABLE PRESSURE GRADIENT EFFECTS

1. Introduction

1.1 Motivation

In the fields of aerospace engineering and fluid mechanics, conceptual design projects are
relying more and more on computational fluid dynamics (CFD) simulations to provide required
data and test results as the cost of wind tunnel and laboratory testing continues to increase. In
order to ensure the validity of these designs and the data acquired from the numerical simulations,
the computer codes need to accurately reflect the physics of the problems they are attempting to

solve.
In problems where turbulence is involved, today’s computers do not have sufficient speed

or memory to resolve the length and time scales associated with turbulence. For instance, a Mach
2.9 flow with a freestream Reynolds number of Re; ~ 16 x 10° and a boundary layer thickness of
8~0009 m has a Kolmogoroff turbulent length scale of approximately 2x10~7 m. [6] Ina
control volume 6.35 cm x 6.35 cm x 80 cm (the size of the test section in this experiment) there
would have to be approximately 4 x 10'7 grid points in order to accurately calculate a solution to

the problem. This would require approximately 4 x10%® calculations to obtain a numerical

solution of the Navier-Stokes equations [5]; assuming an optimistic rate of one computation per
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nanosecond, the computations would take 12 x 10'* years to complete! Trying to compute the
solution for flow over an object of engineering interest, such as an airplane, would take even
longer. This being the case, engineers and scientists must rely on an approximate, time-averaged
form of the governing equations in order to generate solutions to problems of interest. Due to the
non-linear nature of the Navier-Stokes equations, the time-averaging process introduces cross-
correlation fluctuation tefms into the governing equations (see Chapter 2). This leads to the
problem of turbulent closure. In short, there are more unknowns than equations, and the system
cannot be solved. Turbulence modeling attempts to relate these extra variables to other flow

quantities in order to close the system.

1.2 Current Turbulence Models

Turbulence model development has taken the same path as most engineering problems:
solutions for simplified cases were investigated first and then, with time, solutions for more
complicated problems were developed. The first turbulence models were developed for low-speed,
incompressible flow over a flat plate; these turbulence models were found to work reasonably well
for mild pressure gradient flows, and thus their use for calculating the effects of pressure gradient
was generally accepted. The next step in the evolution of turbulence modeling was their extension
to compressible flows.

Compressible (and especially supersonic) flows have different physical characteristics than
incompressible flows, but incompressible turbulence models are used in compressible calculations
on an ad-hoc basis. The incompressible models provide fairly accurate results when computing
flat plate flows, since most of the differences between compressible and incompressible flows can
be accounted for by differences in density and temperature which occur across the boundary layer

[32, 33]. However, in supersonic flows pressure gradient effects can cause large changes in the




turbulence quantities. In this case, the ad-hoc extension of subsonic models to supersonic flow is
not valid, and new turbulence models need to be developed.

Turbulence models take on many forms, but the one thing all turbulence models have in
common is that they presently need to be validated against empirical data gathered from
experimentation. As a result, it becomes necessary to have a broad database of experimental
results for generating and validating turbulence models. A broad database of turbulence
information is also needed in order to determine what physical processes control the turbulence;
hopefully, knowledge of how the turbulence changes in different physical environments will allow
the extension of computer models to new situations without requiring expensive testing to validate

the results.

1.3 Status of Current Turbulence Database

Although there have been many experiments performed in the past to measure quantities in
compressible flows, the available turbulence database is still fairly scarce. Many of the past
experiments have focused on determining flow characteristics over a flat plate, and many of the
experiments attempting to measure turbulence quantities have been found to be flawed. According

to Spina et al. [33],

The reason for the scarcity of measurements and their generally poor
quality is simple: the measurement of turbulence quantities in supersonic
boundary layers is exceedingly difficult, with the level of difficulty increasing with
flow complexity and Mach number.

In addition to the problems that exist with data acquisition in supersonic flows, the physical
characteristics of supersonic flows provide several means for generating a favorable pressure

gradient (FPG). The FPG can be generated by imposing an expansion shock wave onto a flat plate
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boundary layer (see Lewis et al. [25]), expanding the flow suddenly around a comer, or expanding
the flow slowly over a gradual curve. The effect of the FPG on the turbulence will vary depending
on the method with which the FPG is generated. [32] Spina et al. [33] noted that
The behavior of supersonic boundary layers subject to convex curvature
has not been studied extensively...No data have been taken on smooth convex
corners in supersonic flow leaving the expansion-corner studies...as the only flows
that provide insight into the effects of convex streamline curvature...However,

[these] studies actually provide more insight into the effect of a rapid application
of bulk dilatation than the effect of streamline curvature.

In a review of the literature, only one study was found which attempted to analyze the
effects of a FPG generated by a convex curved wall. However, this study (see Ref. [19]) was of
limited use because the FPG was immediately preceded by an adverse pressure gradient (APG)
region. The APG caused the turbulence quantities to be disturbed from their flat plate values,

limiting the effectiveness of the data. [32]

1.4 Qverview of Current Experiment

The current experiment was intended to expand the available turbulence database by
providing much-needed data regarding the effects of streamline curvature and FPG effects. The
data were collected using advanced laser Doppler velocimetry techniques to measure the flow
velocities and turbulent quantities over a flat plate and a convex curved surface (see Figure 1.1 for
a sketch of the convex surface). In a supersonic flow, the convex curved surface resulted in the
generation of a FPG. Comparison of the flat plate data and the FPG data allowed the effects of the
FPG to be examined. In addition, comparison of the LDV data with hot-wire data collected by
Miller [26] in the same facilities allowed for examination of the assumptions used in the hot-wire

data reduction. This examination was possible due to the advantages offered by the LDV system.




Figure 1.1: Sketch of FPG Test Section

1.5 Advantages of LDV

LDV has been in common use as a flow measurement device since the early 1970’s. It
offers the advantage of a “non-intrusive” means of measuring flow velocities and turbulence
quantities. The use of LDV systems to perform data acquisition is considered non-intrusive
because no flow-obstructive measurement device needs to be placed inside the test section;
however (as will be discussed in Chapter 3), the flow needs to be seeded with particles which
reflect the laser light, and careless seeding can cause the flow to be disturbed from its original
state.

Aside from providing a non-intrusive method of measurement, LDV has the advantage of
measuring the velocities and velocity fluctuations directly. The hot-wire measurements collected
by Miller and other researchers actually measure density-weighted velocities; in order to extract
the pure velocities from the collected data, several assumptions must be made. Comparison
between hot-wire and LDV data has proven these assumptions valid for the flat plate case, but the
lack of turbulence data in FPG regions has not allowed the assumptions made in hot-wire data

reduction to be validated for this case. One of the goals of the current experiment was to compare




hot-wire data to LDV data in order to verify or reject the assumptions made in the case of a

favorable pressure gradient.

1.6 Objectives

The primary objective of this research was to obtain turbulence measurements and gain
insight into the important physical mechanisms in a turbulent boundary layer subjected to a
favorable pressure gradient. In addition, the LDV data was to be compared to hot-wire data taken
in the same experimental configuration to determine if the assumptions used in reducing the hot-
wire data were valid. Finally, this study was intended to increase the amount of reliable turbulence
information available. In order to make the presented results useful to other researchers, the
criteria established by Settles and Dodson [31] was used to provide a minimum standard by
which the results were presented:

1. Baseline Applicability. All candidate studies for use must be experiments
involving turbulent flows in either supersonic or hypersonic Mach number
range (i.., M =~ 3.0 or higher).

2. Simplicity: Experimental geometries must be sufficiently simple that they may
be modeled by CFD methods “without enormous difficulty.”

3. Specific Applicability: All candidate studies passing this criterion must be
capable of providing some useful test of turbulence modeling.

4. Well-defined experimental boundary conditions: All incoming conditions
(especially the state of the incoming boundary layer) must be carefully
documented. For studies claiming “two-dimensional” flow, data indicating the
extent of the spanwise flow variations should be provided.

5. Well-defined experimental error bounds: The experimentor must provide an
analysis of the accuracy and repeatability of the data, or error bars on the data
themselves. Further, error bounds on the data must be substantiated in a
quantifiable manner.

6. Adequate documentation of data: Data must be documented and tabulated in
a machine-readable form.
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1. Adequate spatial resolution of data: Experiments must present data of
sufficiently high resolution, compared with the scaled flow in question, such
that the key features of the flow are clearly resolved.

In addition to the criteria established by Settles and Dodson, an attempt was made to
provide adequate data for converting reported values. That is, other researchers may wish to scale
the data in a different manner than chosen within this report; an effort was made to provide the

data required to convert the reported values into any common non-dimensional form.

1.7 Synopsis and Methodology of Current Research

In order to determine what measurements were required in the development of a turbulence
model, it was first necessary to examine the governing equations of fluid motion; this examination

is carried out in Chapter 2. The analysis of the governing equations showed the necessity of

measuring the velocity cross-correlation term v’ . The cross-correlation term could be measured
directly using an LDV system; in order to gain an understanding of the LDV system, the basic
principles behind LDV were studied and are presented briefly in Chapter 3. The actual LDV
system, along with all other equipment used in the research, is described in Chapter 4. Chapter 5
details how this equipment was put to use in order to obtain velocity measurements in the flat plate
and FPG flowfields. Chapter 6 describes how these measurements were manipulated to calculate
other variables of interest, while Chapter 7 presents and analyzes the results from the
measurements and manipulations. Finally, Chapter 8 summarizes the findings, draws conclusions

from the analysis of the data, and presents recommendations for future research.




2. Development of Governing Equations

When studying turbulent compressible flows, it is necessary to provide a detailed

development of the governing equations for two reasons. First, the development provides insight
into which terms in the governing equations contain the turbulent characteristics of the flow, as
well as showing how turbulent compressible flows differ from incompressible ones. Second (and
probably most important), the development shows how and why certain variables are defined
differently for compressible and incompressible flows. These definitions are important for
comparing data collected by different researchers, as the definitions used throughout the literature

are not always consistent.

2.1 Compressible Navier-Stokes Equations

The governing equations for fluid flows are the Navier-Stokes equations. They are given

in compressible form [1] as
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th Py
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2.2 Time Averaging of the Governing Equations

When turbulence is present in fluid flows, variables in the governing equations fluctuate
very rapidly, leading to minute time scales associated with the flow. As the time scale associated
with a flow decreases, the amount of computational work required to calculate a solution to the
governing equations increases. Therefore, instead of trying to capture the minute time scales using

the unsteady form of the governing equations, the equations are simplified using some sort of time-

averaging (Reynolds or Favré averaging) process. In this way, only the time dependence of the
mean flow needs to be modeled with the time-dependent terms of the Navier-Stokes equations, and
the associated time scales can be dramatically increased. This increase in the length of the time
scales allows the computation time to be decreased to a reasonable level.
In any of the various types of time averaging, an instantancous variable g is assumed to
consist of a time averaged part, g, and a fluctuation from the mean, g’:
g(x,y,2,t) =g(x,y,2,0) + g'(x,y,2,1) 23)
It should be noted that, in the above equation, g is a time average but is still allowed to vary with
time. This allows the averaging process to capture possible time-dependence of the mean flow.

However, it requires that the period over which quantities are averaged, 7;, is long compared to
the turbulent time scale but short compared to the overall time scale, 7,. [37] See Figure 2.1 for
a graphical representation of this concept.

As mentioned above, there are traditionally two types of time-averaging performed on the
Navier-Stokes equations: Reynolds averaging and Favre averaging. The set of equations resulting
from Reynolds averaging is referred to as the Reynolds-Averaged Navier-Stokes Equations
(RANS); similarly, use of Favr¢ averaging leads to the Favré-Averaged Navier-Stokes Equations,

or FANS. Although a description of Reynolds averaging would be sufficient for explaining the




Figure 2.1: Time Scales for Averaging of Turbulent Variables (after Ref. [37])

measurements made by LDV systems, a description of the Favré averaging process is also

presented in order to compare the LDV data with hot-wire and CFD results.

2.2.1 Reynolds Averaging. Reynolds averaging consists of replacing all turbulent
variables in the Navier-Stokes equations with a time-average plus fluctuation term, and then taking
the time average of the whole equation. Assuming steady mean flow and no body forces, the

RANS equations become {1, 6]

p ﬁ(ﬁﬁj +.[—)Tl;;—) _ )
o " Ox -
A+ o) Aprm)  op AFi+ei)
ot Ox ox; Ox;
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The quantities e, and /4, are the stagnation conditions.

2.2.2 Favré Averaging. Favre averaging is similar to Reynolds averaging, except that

the mass-dependent terms in the governing equations are replaced by a mass-weighted time

average, 5, plus a fluctuation, ¢ :

p=G+¢" 26)
where
~=E(é 2.7
p= p

With this definition, the FANS equations are given as [1]
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In the Favre -averaged equations, the definitions of 7 Ty ,f and qf are somewhat different:
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2.3 Comments on the RANS, FANS, and Variable Definitions

The term r,.f as given in the RANS is known as the Reynolds shear stress; the differences
which arise in this term due to the effects of compressibility, as well as the differences between the
definitions of z',-jT- in the RANS and FANS result in inconsistent nomenclature throughout the
literature. For instance, the term —TOW is the only term appearing in the Reynolds-averaged

form of r,§ when the flow is incompressible. As a result, many researchers refer to this term alone
as the Reynolds shear stress, neglecting the other three terms in the definition of r,.JT. . In order to

avoid confusion within this report, the term —,BW will be referred to as the incompressible
Reynolds shear stress.

Another source of confusion is the use of r,.JT. to represent the turbulent shear stress terms
in the FANS; many researchers consider this term as the Reynolds shear, even though it is not
equivalent to either the incompressible Reynolds shear or the entire Reynolds shear stress. The
differences between r,]T. in the RANS and FANS can be derived by examining the differences
between the definitions used in the time-averaging process. In both cases, the instantaneous
velocity is replaced by a mean plus a fluctuating term:

u=u+u';, u=u-+u" (2.10)
Setting the two equations equal to each other and solving for #’ leads to

W =T~ +u" 2.11)
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Now, taking the time-average of the Favre expansion (the second expression in Eq. (2.10)),
F=T4w = F—= 2.12)
Insertion of Eq. (2.12) into Eq. (2.11) results in the expression
W =u" —u" (2.13)
A similar relation can be developed for the v-component of velocity; multiplying the two

expressions together and taking the time-average leads to

Wy =u"v" — ;7‘7 _ ;Tr;—ﬁ +u"V = u"" — "y (214)
Note that the time-average of a Favre fluctuation term, ¢”, is not equal to zero. In fact,

this time average is related to the Reynolds-averaged variables by the relation
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Multiplying Eq. (2.14) by the mean density, the incompressible Reynolds stress is related

to the Favre-averaged stress by
pu'v' = puv" - pu"v" (2.16)
The term pu'"v" is the term usually reported as the Reynolds stress by researchers who prefer to

use the Favré-averaged equations. However, this term differs from the incompressible Reynolds

stress by the amount

S o 2.17)

Since this term is a fourth-order fluctuation, it is usually considered negligible so that

pou'v' = pu'v" (2.18)
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2.4 Hot-Wire and CEFD Results vs. LDV Measurements

When comparing hot-wire and CFD measurements to data collected by LDV, it is
necessary to understand the differences between the measurements, the assumptions used to reduce

the data, and the possible sources of inconsistency between the results.

2.4.1 Hot-Wire. Hot-wire techniques measure the change in voltage required to keep a
wire at constant temperature; this change in voltage is sensitive to the heat transfer from the wire,
which is, in turn, sensitive to a mass-weighted velocity. Since the heat transfer to the wire is
related to the flow Reynolds number , the hot-wire process is sensitive to the mass flux across the

wire, pV . [8] In order to separate the density from the velocity components, the assumption that
p'=0 must be made. [7] This assumption is somewhat controversial, and comparison between

hot-wire results and LDV data should hopefully prove or disprove its validity.

2.4.2 CFD. CFD attempts to model rfy; in order to reduce the number of unknowns in
the model, most CFD codes use Favré-averaging. Comparison of Tf;. in equations (2.5) and (2.9)
shows the use of Favre-averaging reduces the number of unknowns in rfy from four to one.

However, LDV measures the product #'v' in the incompressible Reynolds shear, not the Favre-
averaged shear. As shown in section 2.3, the difference between the Reynolds-averaged results
obtained by LDV and the Favre-averaged results from CFD is usually considered negligible;
however, in cases where the fluctuating velocity is large, discrepancies between the two results may

arise.
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2.5 Comments on Coordinate System Labeling

Throughout this report, four different coordinate systems will be used. In order to preempt
any confusion, the four coordinate systems, the labeling scheme for each, and the differences

between them are presented here.

2.5.1 Wind Tunnel Coordinate System. The wind tunnel coordinate system, denoted by

(xw,, yw,,zwt) , 1s a Cartesian system with the tunnel nozzle at x,, =0. The y-coordinate is pointed

in the vertical direction and the z-coordinate is directed accordingly (see Figure 2.2).

2.5.2 Test Section Coordinate System. The test section coordinate system is labeled

(x,s , y,s,z,s) and is used in the computation of the wall coordinates. The origin of the test section

system is placed at x,,, =0.60 m; the system orientation is shown in Figure 2.2.

Ywt

Xis
Zut Yis

Figure 2.2: Wind Tunnel and Test Section Coordinate Systems

2.5.3 Traverse Coordinate System. The traverse coordinate system (xT , yT,zT) dictates

the coordinates used to control motion of the traverse. Its origin is placed on the wall of the test

section with the orientation shown in Figure 2.3.
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2.5.4 Body-Intrinsic Coordinate System. The final coordinate system is the body-

intrinsic system, labeled (x, y,z) . The body-intrinsic system and the traverse system have the same

origin but different orientations; its orientation is also shown in Figure 2.3.

Figure 2.3: Traverse and Body-Intrinsic Coordinate Systems

Finally, it should be noted that the definitions given in section 2.2 are for a Cartesian
coordinate system. However, it can be shown that, for two-dimensional flows where § << R (R is
the radius of curvature of the wall), the definitions given in section 2.2 are still valid in a body-

intrinsic coordinate system. [4]
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3. Principles of Laser Doppler Velocimetry

Laser Doppler velocimetry (LDV) provides a “non-intrusive” means of measuring flow
velocities and turbulence levels. There are many factors which influence the measurements taken
when using an LDV system; in order to understand the potential bias errors, it is necessary to

provide a description of how the LDV system works.

3.1 Laser Interference in the Measurement Control Volume

When two laser beams of like wavelength intersect, the wave-like properties of the light
interact to create an interference pattern. If the intersection occurs at the waist of the two beams,
the interference pattern is a set of fringes which are nearly parallel [11]. The spacing between the
fringes is a function of the laser beam intersection angle, 6, and the wavelength of the laser beams,
A, and is given as [10, 20]

A
7" sin(0/2)

3.1

When a particle passes through the area of intersection, it will scatter light from the
fringes, creating an alternating “on-off” signal as it travels through the light and dark portions of
the fringe pattern. The set of on-off signals associated with a single particle is referred to as a
Doppler burst. A typical Doppler Burst is shown in Figure 3.1. As the particle crosses a fringe,
the intensity of scattered light increases, resulting in a peak in the Doppler burst; as it passes
through the dark space between the fringes, a valley is created in the Doppler burst pattern.

The intensity distribution across a laser beam is not uniform, resulting in the large intensity
near the center of the Doppler burst. The non-uniform intensity distribution also confines the

actual measurement volume to the space where the scattered light would be strong enough to be

detected; this results in the control volume and fringe bands being restricted to an ellipsoid in the
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Particle Crosses

A/ Fringe

Particle Between
Fringes

Figure 3.1: Typical Doppler Burst

center of the intersection region and fringe disks within the ellipsoid, respectively (see Figure 3.2).
[11]

The Doppler burst signals are collected by photomultipliers (also known as PM tubes) and
processed by a Burst Spectrum Analyzer (BSA). The BSA processes the received Doppler burst

patterns in order to determine the velocities of the particles traveling through the control volume.

Figure 3.2: Fringe Disks and Measurement Volume



3.2 Velocity Calculation

The time taken to travel between two successive fringes corresponds to the time between

two successive peaks in the Doppler burst and is labeled 7}, (see Figure 3.3); the time 7, has a
corresponding frequency, f,,. The relationship between T},, f,, and the velocity is [10]

X B A2
= 1, =Joxr =Jo sin(0/2) G-2)

The ratio [1/2]/ [sin(0/2)] is termed the calibration factor and is denoted by the symbol C, .

The calibration factor is dependent on the optical setup alone and is known before any
measurements are made; therefore, in order to calculate the velocity it is only necessary to
determine the Doppler frequency, f,.

The Doppler frequency is determined using N samples (referred to as the record length) to
model the Doppler burst. The first sample is taken when the intensity of the Doppler signal is

larger than a certain threshold (25 mV in Figure 3.3). Additional samples are then taken every T

BSA Tp
Triggered

y(t)

N Samples taken
time Ty apart

Figure 3.3: Doppler and Sampling Times




seconds. If the Doppler burst signal passes a second threshold (50 mV) the count of N samples is
restarted. That is, the samples already collected are deleted and the sample counter is reset to one.
The sample count can be reset at two more intensity levels, 100 and 150 mV. This procedure
ensures the part of the Doppler burst with the highest intensity is used for the frequency
calculation. [10] If the particle passes through each fringe at a given time interval, 7},, the
Doppler burst will be a periodic signal with period 7,,. Fourier theory shows that the frequency of
a periodic function can be determined by sampling the function at a fixed rate, 7;. Thus, the
Doppler frequency can be calculated using the N samples and a Fast-Fourier Transform (FFT).

The accuracy of the FFT (and thus the velocity calculation) increases as N is increased. [10]

The sampling time, T, is limited by the bandwidth over which the BSA is trying to detect
frequencies. The sampling frequency, f5 =1/T;, must be greater than the bandwidth and is
usually set proportional to the bandwidth, fg = n(B W) , where » is some number greater than one

and BW is the bandwidth. It should be noted that » is not an adjustable variable; it is set
internally within the BSA. The limitation on 75 means that, as the record length is increased, the
total sampling time (also known as the record interval) is increased. In high-speed flows where a
particle only takes a few microseconds to traverse the measurement volume, the accuracy of the
FFT becomes limited by the record length, as the total sampling time must be less than the time

taken to traverse the control volume.

3.3 Particle Validation

The velocity calculation assumes the particles are traveling normal to the plane of the
fringes at a constant velocity; i.e., the Doppler burst is required to be a periodic function in order

for the FFT to accurately calculate the velocity. Therefore, it is desirable to neglect particles




“Bad”

Particle “Bad”
a

'y é

/ Particle
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Figure 3.4: “Good” vs. “Bad” Particles

which do not enter the control volume at an angle normal to the fringe disks or which may be
accelerating through the control volume. It is also desirable to filter out particles which may only
cross the control volume near the edges (see Figure 3.4), as well as bursts received from two
particles crossing the control volume at the same time. In order to filter out these effects, different

types of particle and signal validation are employed by the BSAs.

3.3.1 Fringe Count. In order to filter out the particles that traverse near the edges of the
control volume and those which are traveling almost parallel to the plane of the fringe disks, a
minimum number of fringe crossings is required for the particle to be considered valid. This
restricts valid particles to those traveling through the center portion of the control volume and

nearly normal to the fringe plane.

3.3.2 Acceleration Detection. The velocity of each particle is calculated assuming the
particle is not accelerating through the control volume. This assumption is justified by filtering out
accelerating particles; this filtering is accomplished by comparing the time taken to cross a certain
number of fringes. For instance, the time taken to cross three fringes is compared to the time taken

to cross five fringes; if they are the same, the particle is non-accelerating and is accepted as valid.




3.3.3 Local Maxima Check. When the BSA is performing the time sampling, it has no
way of knowing if the scattered light is coming off one or more particles. For instance, if two
particles are traversing the control volume nearly simultancously, they will produce the burst
pattern shown in Figure 3.5. In order to minimize the chances of the BSA tracking two particles at
once, the BSA compares the intensity pattern of light gathered at each sample. More specifically,
it compares the two largest local maxima to the global maximum,; the global maﬁmum must be at
least four times the local maxima in order for the burst to be accepted as valid (see Figure 3.6). A
burst pattern like the one shown in Figure 3.5 would produce a signal violating the local maximum

criteria, causing the BSA to reject the burst.

“H' | m

Figure 3.5: Burst Pattern From Two Nearly-Coincident Bursts

>
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Figure 3.6: Local Maxima Validation (from Ref. [10])
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3.3.4 Envelope, Pedestal, and Quality Factor. The envelope and pedestal are properties
of the Doppler burst received by the BSA. The pedestal is generated by running the burst signal
through a baseline clamp and a lowpass filter. The envelope is generated by running the burst
signal through a bandpass filter, a rectifier, and finally a lowpass filter (see Figure 3.7). The
quality factor is the ratio between the envelope and the pedestal; it sets a limit on the amplitude of
the received signal, below which the burst is rejected. Adjustment of the envelope, pedestal, and

quality factor allows for filtering of random noise, such as laser light which is scattered by defects

.mﬂlﬂ“‘“m““m“m“mnh,

[t

LP: Low Pass Filter
BP: Band Pass Filter Envelope
RC: Roctifier
BLC: Base Line Clamp

t

Figure 3.7: Envelope and Pedestal Generation (from Ref [10])




in the wind tunnel windows. Proper adjustment assures only bursts with high signal-to-noise ratios

(SNRs) are used for velocity calculations.

3.4 Directional Ambiguity and Frequency Shifi

When a particle traveling through the control volume produces a burst signal, the BSA
cannot tell whether the particle is moving “up” or “down” (referenced to the orientation in Figure
3.2) through the control volume; the Doppler frequency depends only on the spacing between the
fringes and not on the particle’s direction of motion. This inability to distinguish the direction of
motion is referred to as directional ambiguity.

The problem of directional ambiguity is solved by passing one of the two laser beams
through a Bragg cell, which introduces a frequency shift of magnitude £, into the beam. This
frequency shift causes the fringes to sweep across the control volume at a constant velocity,

vy=xrf, [20]. The motion of the fringes causes a frequency shift in the burst signal that is

dependent on the direction of the particle’s motion, overcoming the problem of directional

ambiguity.

3.5 Particle Correlation and Coincidence Window

When using a two-component (four-laser beam) LDV system to simultaneously measure
particle velocities in two dimensions, the velocity in one dimension is measured by one frequency of
light, while a different frequency of laser light is used for the other direction. A particle will then
produce two Doppler bursts, one corresponding to each frequency of light. As a result, two BSAs
are needed to process the burst signals, one for each frequency. The signals at the two frequencies
are independent of one another, so it becomes necessary to find a way of correlating the two. That

is, a burst on one BSA needs to be paired with the burst on the other BSA which was produced by
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the same particle. This correlation is accomplished using a coincidence window. The coincidence

window is a time interval set by the user of the LDV system to determine if two bursts are
produced by the same particle.

As a particle enters the control volume, one of the two BSAs will detect the particle first.
Because different frequencies of laser light are used for each velocity component, the intensity of
scattered light from one of the beams will generally be higher than that from the other beam. The
BSA detecting the higher-intensity beam is used as a “master” BSA: when it detects a particle, it
signals the other BSA to begin looking for the same particle. When (and if) the second BSA finds
the particle, it records its own arrival time. The coincidence window is the maximum allowable
time between the arrival time on one BSA and the arrival time on the second BSA. The
coincidence window needs to be set large enough that the two bursts produced by the same particle
are correlated, but yet small enough that the burst recorded on one BSA is not correlated with more
than one burst on the other BSA. The size of the coincidence window is also limited by the time
taken by a particle to cross the control volume: if the coincidence window is too large, there exists
the possibility of correlating a particle inside the control volume with one outside the control

volume. This artificial correlation of particle velocities can result in skewed measurements of the

product #'V' .

3.6 Angular Bias of Turbulence Measurements

Measurements of %'V (as well as the turbulence intensities) made with the LDV system
can be skewed by a phenomenon known as angular bias. Angular bias is the result of operating
the LDV system with the fringe plane aligned at a substantial angle relative to the mean flow

(normally 45°). [15] Traditionally, this angular orientation was required to resolve the problem of
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equipment limitations when measuring high-speed flows. When the lasers are aligned in this
manner, the velocity measured by the BSAs is ucos(45), which is considerably lower than
measuring # directly, resulting in easier and more accurate detection by the BSAs.

The effect of angular bias comes into play in highly turbulent flows. If the magnitude of
the v-component of velocity is the same order of magnitude as # and the control volume is oriented
at an angle to the mean flow, there is the possibility that the particles may run parallel to the
fringes (see Figure 3.8). In this case, the particles do not cross enough fringes to be validated and
the particle’s signal is discarded. Discarding these particles results in erroneous measurements of
the turbulence intensities as well as the correlation #' v . In general, angular biasing will cause a

decrease in the measured values of the turbulence intensitics and the magnitude of ' v [15].

Direction of
Turbulent Velocity
Direction of
Mean Velocity
Fringes

Figure 3.8: Turbulence Effect on Particle Direction

The effect on the product 'V is most evident in early LDV experiments where the # and
v velocities were not measured simultaneously (c¢f. Ref. [21]), but were measured separately with a
single-component system, first measuring # and then v. The two results were correlated in a
manner similar to that which is used to determine #' v from slanted-wire hot-wire measurements.

Later LDV measurements partially corrected this problem using Bragg cells and frequency

shifting (¢f Ref. [30]). Instead of the particle crossing the fringes, the fringes swept across the
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path of the particle, resulting in enough crossings for the particle to be validated. However, in
high-speed flows, if the fringe velocity is not fast enough the particle may still cross the control
volume without crossing enough fringes to be validated.

Although the fringe velocity could be increased by increasing the frequency shift supplied
by the Bragg cell, the speed with which the fringes can sweep across the control volume is limited
by the sensitivity of the receiving optics and the processing capabilities of the BSAs. According to
Elena [15], “to retain a high precision of measurements with the presently available counters, a
frequency of 45 MHz must not be exceeded.”

Finally, the most recent experiments have used two-component LDV systems, where the
fringes from the second set of lasers are perpendicular to the fringes from the first set (cf Ref.
[16]). Thus, a particle running parallel to one set of fringes and not validated by that BSA should
be detected and validated by the other BSA. However, if the lasers are still placed at a 45° angle to
the mean flow, the light scattered from the low-intensity laser beam may not be powerful enough
for its BSA to detect, and the influence on #' vV would once again be lost.

The effect of angular bias can be resolved by aligning the fringe disks so the fringes from
the highest-intensity laser beams run normal to the mean flow. Thus, even in highly-turbulent
flows, the fastest particles will cross the fringes generated by the high-intensity laser at an angle no
less than 45°. Any particle running nearly parallel to the high-powered beams should be moving

slow enough for the lower-intensity beams to detect.

3.7 Intensity Pattern of Scattered Light

In order to minimize the number of bursts rejected because the intensity of scattered light is

too low, it is necessary to place the receiving optics where the intensity is the highest. Figure 3.9
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Figure 3.9: Intensity of Scattered Light [Dantec, Inc.]

shows the theoretical scattering diagram for the intensity of light scattered from a spherical
particle. Note that the intensity distribution depends on the wavelength of light as well as the size

of the particle (d,, in Figure 3.9 represents the particle diameter).

It is clear from Figure 3.9 that the intensity distribution is generally the highest on the
“front” side of the particle. Durst et al. [14] presented the scattered light intensity on a radial log
scale; this graphic is reproduced in Figure 3.10. Note that the intensity distribution is plotted on a
logarithmic scale, and as such the intensity on the front side of the particle can be orders of
magnitude higher than that on the back side. Therefore, in high-speed flows where the scattered
light has relatively low intensities in all directions, the receiving optics are placed on the far side of
the measuring volume from the transmitting optics, an alignment referred to as forward scattering

mode.
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Figure 3.10: Magnitude of Intensity of Scattered Light [14]

3-12



While use of forward scattering mode enables the collection of more scattered light, it also
increases the level of difficulty associated with data collection. The receiving optics are contained
in a separate apparatus from the transmitting optics and must be precisely aligned with the control
volume (when using backscatter mode with the current LDV system, the transmitting and receiving
optics are contained in the same probe and pre-aligned to be focused on the same location: the
process becomes a matter of “point-and-shoot”). When the transmitting optics are re-positioned,

the receiving optics need to be realigned as well.

3.8 Seeding the Flow: Intrusive Aspects of LDV and the Problem of Velocity Slip

To this point, it has been assumed that the flow contains particles which will scatter the
light from the laser beam; however, it generally necessary to introduce these particles into the
flow, a process known as seeding. Even when there are naturally-occurring particles in the flow, it
is better to filter the natural particles and introduce particles of known size and material properties
[15]. The necessity of introducing these particles means that LDV is not really non-intrusive, as is
often suggested. In order to reduce the effects of seeding, several precautions must be taken. The
most important aspects are efficient injector design, proper particle sizing and particle material

considerations.

3.8.1 Injector Design. Ideally, an injector would not have to be placed inside the flow; if
possible, an opening should be placed in the wall of the wind tunnel, through which seed particles
are added to the flow. Careful attention needs to be placed on the sizing of the hole, as the hole

diameter can affect the flow characteristics [15]. If the design of the wind tunnel does not permit

injection from an opening in the wall, some type of injector needs to be placed in the flowfield.




Any injector which is placed in the flowfield will have a wake associated with its presence.
Therefore, it is desirable to place the injector far upstream from the test section and, if possible, in
a region where the flow velocities are low (to minimize the wake produced). If the injector were
placed in a region of supersonic flow, its presence would induce a shock wave. Thus, in a
supersonic wind tunnel, it is necessary to place the injector before the throat, when the flow is still
subsonic. In all cases the injector should be streamlined to reduce the wake produced.

No matter what kind of injector is used, it is necessary to inject the particles at a speed
equal to the local mean flow veloctty in order to minimize pressure-difference effects [15]. It is
also necessary to use the lowest seeding density possible in order to minimize the effects of the

particles on the flow being studied.

3.8.2 Particle Sizing. Careful attention must be paid to the size of the particles injected
into the flow; particles must be small enough to ensure that they follow the smallest motions of the
fluid. This becomes especially important in the study of high-speed turbulence and flows near

shock waves. Particles which do not follow the flow are said to experience velocity slip.

3.8.3 Particle Material Considerations. Particles should also be chosen according to
material properties. When studying flows through shock waves it is desirable to choose particles
with a fast response time; other times it may be advantageous to choose particles which will not
cling to and cloud up test section windows. In other experiments, such as low-density flows, the
density of seed particles may be high enough to actually change the material properties of the flow.
Therefore, it is necessary to choose particles which will have the least effect on the flow properties

and still follow the flow as closely as possible.
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4. Equipment Description

4.1 Wind Tunnel Facilities

Data were collected in the AFIT Mach 3.0 wind tunnel. The tunnel is a combination draw-
down/blow-down facility; see Figure 4.1 for a diagram of the facilities. A Leslic brand dome
regulator was used to provide manual control of the stagnation pressure; the upstream Pitot

pressure was read using a Endevco brand, 0-0.69 MPa pressure transducer and was set at a

constant value of 213x10° £690Pa. The total temperature was monitored with an Omega
Engineering type K thermocouple placed just upstream of the wind tunnel nozzle. The total

temperature was constant during a single run to approximately +01 K.

4.1.1 High-Pressure Air Supply. The high pressure was supplied by two Atlas Compco
compressors which could provide a combined continuous mass flow rate of approximately 0.45
kg/s at 0.69 MPa. The high pressure system supplied air to other facilities in AFIT besides the
Mach 3.0 system, resulting in slight variations in the available pressure. The pressure was

monitored during each traverse across the boundary layer to ensure it remained constant.

High Pressure
Ball
Valve v
acuum
Leslie Dome
Pressure Regulator FPG Test *
Airflow Section
Chamber
. Diffuser
. Mach 3.0 Test Sections Kinney
Flow Straigtener Nozzle Gate Valve

Figure 4.1: Schematic of Wind Tunnel Facilitics
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The high-pressure air was dried using two Pioneer Air Systems, Inc. model R500A
refrigeration-type dryers. It was then passed through a centrifugal moisture and particle separator,
and filtered through a layer of filament-reinforced industrial paper filters. The filters were

expected to remove any naturally-occurring particles in the flow.

4.1.2 Vacuum System. The vacuum was created using three Stokes Penwalt model 212-
11 MicroVac pumps. Each pump was powered by a 7.6 metric hp Reliance motor. The vacuum
tank capacity of the system was approximately 16 cubic meters. The vacuum pumps were able to

reduce the pressure in the tanks to 10 mm of Hg in approximately six minutes.

4.1.3 Wind Tunnel Operation. Flow through the tunnel was initiated by opening the
Kinney Corp. GP-8 gate valve in order to expose the tunnel to the vacuum. The high pressure was
then released by opening the El-O-Matic ED10 ball valve, starting the airflow through the tunnel.
Once airflow was initiated, the tunnel took approximately eight seconds to reach steady state,

followed by a 25-second steady-state period in which it was possible to collect data.

4.1.4 Test Section. The test section had a cross-sectional area 6.35 cm x 6.35 cm. The
floor and wall sections were constructed of 1.905 cm aluminum alloy and were modular to allow
for interchange of various models. The test section was actually comprised of two sub-sections
(see Figure 4.1); each sub-section was 33.02 cm in length. All seams in the test section walls were
fitted with rubber gaskets which sealed the wall sections when the vacuum system was engaged.
The sections were also fitted with adjustable flanges which allowed each section to be shifted
relative to the adjacent section in order to minimize shocks and expansions that might have formed
off the scams. The FPG model was integrated into the ceiling of the second test section as shown

in Figure 4.1; the specifics of the design are discussed below.



4.1.4.1 Model Design. The FPG model consists of a curved ceiling for the test

section; the equation for the curve is given in test section coordinates by [26]

0 0<x, <432
Vi =0y +ayx, +a,x; vasx, 432<x,<127 (4.1)
-0.65 127<x, <1651

where the units are in cm and the coefficients are given in Table 4.1. It should be noted that the
coordinates for this curve were also reported in Ref. [27], but the coordinates in Ref. [27] were
incorrect. The accuracy of the wall position equation is +0.0008 cm. Figure 4.2 shows a scale

drawing of the test section ceiling.

Table 4.1: Test Section Curve Coefficients

a, a, a, a, x 1000
-0.2078 0.0897 -0.0095 -0.0360
: 1.905 cm
4.———""———-"‘.-

Figure 4.2: Scale Schematic of Test Section Ceiling

With the equation for the curve known in test section coordinates, the relationship between

the body-intrinsic coordinate x and the test section coordinate x,, was given by

x=6432+ j J1+(dy,s e, ) i, 4.2)

432

A flat plate model was also used in order to collect data in the same location as the FPG; the flat

plate and favorable pressure gradient data were collected at the location x,, =115 cm (x,, =715
cm). Flat plate data were also collected at x,, =44 cm, in the center of the upstream sub-section,

in order to compare with the data collected by Miller. [26]
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4.1.4.2 Window Placement. Use of the LDV system required the tunnel test
section walls to be fitted with optical-grade glass windows. The windows chosen were made of
1.27 cm thick optical grade glass. Each window was circular, with a diameter of 7.62 cm. The
windows were placed in the test section wall as shown in Figure 4.3. Note that the test section
floor/ceiling had a length of 33.02 cm, while the wall was only 29.21 cm long. The difference was
due to the fact that the adjustable flanges at the tunnel seams were designed slightly differently for

the floor and ceiling sections than for the wall sections.

T 159 127

|
2
| 29.21 I

Figure 4.3: Optical Window Placement Schematic (Dimensions in cm)

Note that the left window in Figure 4.3 was slightly off-center in the vertical direction.
The displacement was incorporated to allow measurements over a larger portion of the test section;
more importantly, it allowed the window to expose the section of the FPG model where it curved
back “into” the test section wall. Figure 4.4 shows the total possible area covered by the test

section windows and the location of the test section.
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Figure 4.4: Optical Window Test Section Coverage

4.2 LDV System

The laser Doppler velocimetry system was manufactured by Dantec, Inc. Many parts of
the system were interchangeable, so the details and specifications of the equipment used in this

study are presented below.

4.2.1 Laser Optics. The laser optic system consisted of the laser itself, a transmitter
which sent the laser beam to the transmitting optics, the transmitting optics, the receiving optics,
and the photomultiplier (PM) tubes. Each component is described in detail below.

The laser was an Ion Laser Technology, Model 5500A-00 Argon-ion laser with a
maximum (rated) output capability of 300 mW. Due to the deterioration of efficiency which
occurs with age, the laser was found to have a maximum output power of approximately 275 mW.
The laser was supplied with power using an Ion Laser Technology Model 5405A power supply.
The power supply operated at 210V and 20A, requiring a 220 VAC power source. The laser was

designed to operate in the TEM,,, mode, where the laser beam is centered around the optical axis

with the maximum pow